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Abstract — The statistical data of biomedical object is very
important input information for medical diagnostics or/and
anatomical pathology research. The approach for this data
extraction is photo survey of biomedicine object and next image
processing, based on image segmentation. For image segmentation
methods of pattern recognition can be used. In the present
research, the authors implement different methods for extracting
the statistical data from images. The experimental results show the
efficiency of the selected methods and proposed modification.
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|. INTRODUCTION

The use of image processing methods for medical diagnostics
is an important scientific problem. The present paper is
continuation of research that is described in [1]. Calcific aortic
valve disease (CAVD) is an abnormal process that affects aortic
valve leaflets characterised by progressive calcium deposition
in the middle layer of the valve. More than 26 % of adults at the
age of 65 and 48 % at the age of 85 have CAVD. The pathologic
process is wvery complex and includes activation of
inflammatory signalling pathways, including the complement
system, tumour necrosis factor a (TNFa), C-reactive protein,
interleukin 1, tumour growth factor B (TGFp) [2].

The therapeutics methods, excluding surgery, are very
limited and have a little effect. The surgery methods include
conventional aortic valve replacement (CAVR) and
transcatheter aortic valve replacement (TAVR) for patients with
a high operative risk [3], [6]. Transthoracic echocardiography
is a routine medical technique and at the same time is a key
technique that is used to confirm CAVD. For more detailed
aortic valve visualisation, multislice computed tomography
(CT) and magnetic resonance imaging (MRI) are used [5]. The
quantity and location of calcification are important parameters
to predict mortality, morbidity and complications after TAVR
[4].

After CAVR it is possible to use numbers of techniques to
research the aortic valve. In the present research, our aim was
to score the calcification area in the post-CAVR aortic valve.

There is growing interest in the detection and quantification
of AVC. Detection and accurate quantification of AVC may be
important for diagnostics, prognostics, and research
applications [3]. For example, AVC is strongly associated with
paravalvular regurgitation after Transcatheter aortic valve
replacement [5]. Our aim was to score the calcification area in
the postoperative aortic valve.
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1. IMPLEMENTED METHODS

In order to solve the task of image segmentation, methods of
object recognition (classification) were used in the present
research. The same approach was used in [1].

In this paper, the objects of classification were sets of image
pixels described in the RGB colour system.

Ai=(R; G By. (1)

Two methods of object recognition were used: “Template
Matching” and “k Nearest-Neighbours” method (or “Fix-
Hodges method” [10], [11]). In those studies, the modification
of “k Nearest-Neighbours” method was proposed. The method
“Template Matching” [12], [13] for our task is described in [1].

A. Method “k Nearest-Neighbours”

Method “k Nearest-Neighbours™ or Fix-Hodges method [14],
[15] is also a classification method, which in this paper was
used for the purpose of image segmentation. The geometric
interpretation of the method as used in the present research is
illustrated in Fig. 1.

Ve

Class 2.

Fig. 1. The geometric interpretation of “k Nearest-Neighbours” method.

When using this method, a consecutive analysis is conducted
for each image pixel, where the class affiliation for the pixel is
unknown. The method consists of the following steps:

In the beginning, the distances (in RGB space) between the
examined pixel and each object in the learning set are
calculated:
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where:

Ao — the examined object;

AP — object i of class p;

p — class number;

i — number of the object in class p.

Afterwards, in each class the minimal distance to the
examined object is calculated, the search for the examined
object’s nearest neighbour from the class objects:

db, =min(d},dy, ...). ®3)

The decision about the affiliation of the examined object
(pixel) Ao to the specific class is made by finding the minimal
distance to the nearest neighbour in each class, i.e. the object
belongs to class p, if one of its object’s distance to the examined
object is minimal:

if (b = min(dgy, iy, ..)) thend, € Classp. ~ (4)

The “k Nearest-Neighbours” method implements piecewise
linear partition of the attribute space, which allows using this
method as the approximation of the non-linear partition of
attribute space.

B. Used Distance Metrics

As seen from (5), the methods of classification are based on
using distances between objects in 3D space of RGB colour
system. Different metrics [17] can be used to calculate these
distances. In the present research, Euclidean distance [17] was
used. Let there be two points 41 and 42 in RGB colour space.
The coordinates of the points are calculated using (5). In this
case, the distance between these two points when using
Euclidean metric can be calculated as follows:

dEucl = \/(Rl - RZ)Z + (Gl - 62)2 + (Bl - Bz)z' (5)

I11. PROPOSED MODIFICATION

To decrease the time segmentation, this paper proposed
modification of the k-nearest neighbours algorithm. The main
idea of the proposed modification is reduction of objects in the
class p. The set of known objects class p is subdivided into
several subclasses. Then, in each of the subclasses a template is
computed. A set of received templates of subclasses creates a
new class for use in the k-nearest neighbours algorithm.

The implementation of the proposed modification consists of
the following steps: assigning additional parameter t to objects
of the test class and the subsequent division into subsets.
Described parts can be implemented consistently throughout
the following steps.

Step 1: in the test class two objects with the maximum
distance between them are selected. Let us describe these points
as ps and pr.

Step 2: Translation of all objects of test class so that point ps
coincides with the origin (the point (0, 0, 0)). The translation
matrix can be described as follows:

1 0 0 O
0 1 0 O

ri= 0 1 ol (6)
“Psr ~Pse —Pss 1

Figure 2 illustrates this case.

Fig. 2. Translation of class p.

Step 3: the rotation of the test object class so that the line
segment ps — pr coincides with one of the coordinate axes. In the
experimental part of this paper, the rotation axis is applied to
coordinate Ob. In this case, the complex rotation by two simple
rotations is implemented: the first rotation is around the Or axis,
and the second rotation is around the Ob axis.

The rotation matrix around the Or axis is as follows:

1 0 0 0
0 cos(e) sin(a) O
R.]1= .
[Re] 0 -sin(a) cos(a) 0 0
0 0 0 1
where:
p
00s(@) = == ©®)
Pic * Pt
and

e ©)
NI

Taking to consideration that the rotation about the Oq4 axis
takes a negative direction, the rotation matrix is as follows:

sin(a) =
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cos() 0 sin(B) O Step 4: The scaling of the test class by Ob axis. Scaling
0 1 0 0 matrix in this case takes the form:
Rl=| a0 ol (10)
—sin(p) cos(5) 10 0 0
0 0 0 1 5.1 0 0 0 )
where: 210 0 1/p,, O
+
COS(,B) _ 2 Pie 2 Pt . (11) ' . .
\/pf PP Figure 4 illustrates this case.
’ ' ’ The scaling result is normalization of test class along Ob
and axes, coordinate B values in the objects of class are in the range
[0.0; 10]. This case is shown in Fig. 5.
. Pt
sm(ﬂ) = LR (12)

Figure 3 illustrates the rotation of class p.

A

\ B

Fig. 3. Rotations of class p.

Fig. 4. Scaling of class p.
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2 2 2 )
pf,R + pf,G + pf,B

Fig. 5. Class p after normalization.

Thus, it can assign the value of additional parameter t for the
test object class using condition:
t = Pis . (14)

Step 5: Splitting a set of objects on a subset of the test class
as shown in Fig. 6.
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Fig. 6. Class p splitting by subsets.

For class p splitting into subsets, the value of parameter t is
used:

(15)
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where:

N — number of the subsets which include the i-th object from
class p;

ti — value of parameter t of i-th object in class p;

S — number of subsets for which test class p is spitted.

Step 6: Calculating template values in each subset as shown
in Fig. 7.
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Fig. 7. Templates of subsets.

Thus, new objects were obtained to create a class for use in
the method “k Nearest-Neighbours”.

IV. EXPERIMENTAL RESULTS

S

N

Fig. 8. Photo shooting scheme.

In [1], the input data were photo images of biopsy object. On
the images of [1] there is lack — glare on biopsy objects. This
problem was solved in [1] only in part.

In the present research, biopsy objects — aortic valve obtained
from surgical operations — were available. These objects were
kindly provided for research by Dr. med., asoc. prof. Péteris
Stradin§ (Heart Surgery Centre of the Latvian Cardiology
Centre at Pauls Stradins Clinical University Hospital).

Thus, the first task of the experimental part of research was
the task of photographic shooting.

A. Photo Shooting of Biopsy Objects

In the experimental part of the research, biomedical object
photo shoot was applied across the light. Fig. 6 shows the
scheme of photo shooting. Fig. 8 demonstrates the shooting
scheme that consists of:

1. photo camera;

2. glass bowl;

3. saline solution (NacCl);

4. biological object (aortic valve);

5. paper;

6. LED light source.

The result of photo shooting was 6 photo images of heart
valve.

B. Photo Image Segmentation and Statistic Data Extraction

For experiments 6 biomedical objects were accessible. The
first step was the photo survey of objects. For statistical data
extraction, the following input data were used:

* 6 aortic heart valve photographs;
+ 6 template segmentation images.

The input images are shown in Table I.

TABLE |
INPUT IMAGES FOR SEGMENTATION
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In make the methods “Template Matching” and “k Nearest-
Neighbours” work properly, it is necessary to use images of the
start values (segment map). An example of such a segment map
for the input images is shown in Fig. 9.

Fig. 9. The example of start segment images.

The testing was performed at two stages. The first stage was
the segmentation of 6 input images based on 6 segment maps
(each input image has its own respective segment map). Each
image was processed with three different segmentation
methods: “Template Matching” method, “k Nearest-
Neighbour” method and modified “k Nearest-Neighbour”
method.

The second stage of testing implied calculating the number
of pixels in the segmented regions of interest as well as the
percentile correlation of these regions. In practice, two classes
of segments were examined — the pathological tissue and the
macroscopically unchanged tissue [1].

The first experiment was the segmentation of input images
based on the segment map using the method “Template
Matching” with Euclidean metric. The statistical results are
shown in Table II.

TABLE Il

STATISTICAL DATA OF SEGMENTATION USING THE
“TEMPLATE MATCHING” METHOD

Object Sample Segmentation
No. 1 class, 2 class, 1 class, 2 class, difference,

% % % % %

1 80.011 19.989 69.591 30.409 -10.420

2 57.705 42.295 48.213 51.787 —9.492

3 76.684 23.316 66.451 33.549 -10.233

4 75.746 24.254 62.367 37.633 -13.379

5 64.586 35.414 64.888 35.112 0.302

6 70.308 29.692 53.93 46.070 -16.378

As seen from Table Il, the use of “Template Matching”
method and Euclidean metric gives a not-so-good result in
terms of precision (less than 5 % difference) only in 1 out of 6
objects (16.7 %).

The second experiment performed on the images was the
segmentation of input images based on the segment map using
the unmodified method “k Nearest-Neighbours™ with Euclidean
metric. The input data were the same as in the first experiment.
The statistical results for the third experiment are shown in
Table 111
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TABLE 1l

STATISTICAL DATA OF SEGMENTATION USING UNMODIFIED
“K NEAREST-NEIGHBOURS” METHOD

Object Sample Segmentation
No. 1 class, 2 class, 1 class, 2 class, difference,

% % % % %

1 80.011 19.989 76.931 23.069 —3.080

2 57.705 42.295 58.467 41.533 0.762

3 76.684 23.316 84.142 15.858 7.458

4 75.746 24.254 74.371 25.629 -1.375

5 64.586 35.414 62.625 37.375 -1.961

6 70.308 29.692 70.191 29.809 -0.117

As seen from Table Ill, the use of “k Nearest-Neighbours”
method and Euclidean metric gives a good result in terms of
precision (less than 5% difference) in 5 out of 6 objects (83.3%).

The third experiment performed on the images was the
segmentation of input images based on the segment map using
the modified method “k Nearest-Neighbours” with Euclidean
metric. The input data were the same as in the first two
experiments. The statistical results for the third experiment are
shown in Table 1V.

TABLE IV

STATISTICAL DATA OF SEGMENTATION USING THE MODIFIED “K NEAREST-
NEIGHBOURS” METHOD

Object Sample Segmentation
No. 1 class, 2 class, 1 class, 2 class, difference,
% % % % %
1 80.011 19.989 77.211 22.,789 —-2.800
2 57.705 42.295 55.547 44.453 —2.158
3 76.684 23.316 74.643 25.357 —2.041
4 75.746 24.254 75.02 24.980 —0.726
5 64.586 35.414 63.554 36.446 -1.032
6 70.308 29.692 69.319 30.681 -0.989

As seen from Table IV, the use of modified “k Nearest-
Neighbours” method gives the best result in terms of precision
(less than 5 % difference) in 6 out of 6 objects (83.3%).

In Table V, the time of segmentation in experiments is given.

As seen from Table V, the use of modified “k Nearest-
Neighbours” method gives a good result in terms of
segmentation time.

TABLE V
TIME OF SEGMENTATION IN EXPERIMENTS

Object Methods

Unmodified “k Modified “k
No. “Template Nearest-Neighbours”, Nearest-

Matching”, sec min:sec Neighbours”, sec

1 0.06 03:00.8 0.3
2 0.05 01:21.0 0.31
3 0.06 01:38.8 0.3
4 0.07 01:58.9 0.33
5 0.07 01:45.9 0.34
6 0.06 01:48.2 0.32
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V. RESULTS AND CONCLUSION

Some pattern recognition methods (“Template Matching”
method and method of “k Nearest-Neighbours”) were
implemented in the present research in order to solve the task
of image semi-automatic segmentation.

After a series of experiments it was concluded that:

e the method of “k Nearest-Neighbours” provided a
more precise result than the “Template matching”
method;

e the modification of “k Nearest-Neighbours” methods
gave a better result by segmentation time.

It could also be noted that the method of “k Nearest-
Neighbours” required more time for full segmentation (up to 3
minutes) when compared to “Template Matching” method (up
to 0.1 seconds).

The segmentation time by modified “k Nearest-Neighbours”
methods was approximately equivalent to ‘“Template
Matching” method (up to 0.6 seconds).

A manual method of segmentation (by analogy [1]) was also
applied in order to obtain the sample results for experiments.
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Sisojevs Aleksandrs, Starinskis Rihards. Biomedicinas objektu atras statistisko datu ieguves pieeja

Biomedicinas objektu statistiskie dati ir svariga informacija medicinas diagnostika un biomedicinas pé&tijumos. Tada veida no medicinas prakses
viedokla datu iegiifanas uzdevums ir aktuals (piem&ram, aortas varstula slimibu diagnostika un/vai patologanatomiskos p&tijumos). Saja darba
tiek apskatits statistisko datu iegfiSanas uzdevums no sirds varstulu fotografiskiem att€liem, precizak, aortas varstulu (Valva aortae) attéliem, kas
uznemti péc kirurgiskam operacijam.

St uzdevuma risinaana tiek sadalita trfs posmos. Pirmais posms ir eksistgjo$o biomedicinas objektu foto filmé$ana, izmantojot caurejosu gaismu.
Otrais posms ir fotoattlu, kuri tika ieg@iti pirmaja posma, segmentacija. ST uzdevuma risinaganai dotaja darba tika lietotas divas télu atpazisanas
metodes: “salidzinasana ar etalonu” un “k tuvako kaiminu”. Ka ari eso$a darba ietvaros tika piedavata ‘“k tuvako kaiminu” metodes modifikacija,
kura lauj ievérojami paatrinat segmentaciju. TreSais posms ir interesgjoso segmentu izméru aprékinasana, lietojot nakamo procentuala sadalijuma
noteik8anu starp interes€josajiem regioniem.

Gan aprakstTto (un izmantoto) metozu, gan piedavatas modifikacijas efektivitates parbaudei darba ietvaros visas §Is metodes tika realiztas un
parbauditas uz 6 aortas varstulu fotografisko att€lu piemériem. Eksperimentalaja dala segment&$anas laiks tika samazinats aptuveni 300 reizes.
Eksperimenti paradija izvéléto metozu efektivitati praktiska uzdevuma risinasana (83,3 % gadijumos segmentacijas rezultatu neprecizitate,
neizmantojot manualo korekciju, bija mazak par 5 %).

L
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Anexkcangp CreicoeB, Puxapac Crapunckuii. Ilogxon k ObICTpOMY H3BJI€4EHUI0 CTATUCTUYECKUX JAHHBIX OMOMEIUIIMHCKUX 00bEKTOB
Cratuctiyeckie JaHHbIE OHOMEIUIIMHCKHX OOBEKTOB SABIAIOTCA BaXHON MH(MOpMaIMed s MPOBEACHHS MEIULUHCKOW IUArHOCTUKH H
6HOoMeTMIMHCKUX HccaenoBanuil. TakuM oOpa3oM, 3aaua W3BJIEUSHUS] TaKUX IAHHBIX SBIAETCS aKTyalbHOHW C TOUKM 3pPEHMS MEAUIMHCKOH
NPaKTHKU (HAaIIpUMep, IMarHOCTHKA 3a00JIeBaHNH 1/MITH ITaTaloroaHaTOMUYECKHE HCCIIEIOBaHMs CepACYHBIX KiIanaHoB). B HacTodmel pabore
paccMaTpuBaeTcs 33/1a4a MOJTyYeHHs CTATUCTHYECKUX JaHHBIX U3 (POTOM300paKeHnii cepIeuHbIX KIAaHOB, 2 HUMEHHO — A0PTaJIbHbIX KJIAIIAHOB
(Valva aortae), n3Bne4eHHHBIX B IPOLECCE XUPYPTHUESCKHUX ONEPaLUii.

Pemenne aToii 3amaum pasmeneHo Ha Tpu dTama. IlepBEf Tam — GOTOCHEMKA UMEIONIMXCS OMOMEIHMIIMHCKHX OOBEKTOB C IPHMEHCHHEM
CKBO3HOTO CcBeTa. BTopoii aTan 3akimroyaercs B cerMeHTalH (HOTON300paykeHNH, IIOJTyIeHbIX Ha IepBOM JTare. [ perieHns 3Toi 3a1aqn B
JTaHHO} paboTe MPUMEHEHHI 1Ba H3BECTHBIX METO/[a PacIio3HABaHMS 00pa30B: “‘CpaBHEHHE C STAJOHOM™ U “«K» OMIDKaiIInx coceneil”. B pamkax
paboThI mpemIokKeHa TakKe MOAU(UKALUS MeToda “‘«Kk» OMmKaiIIMX cocefeil”, MO3BOJSIONIas 3HAUYUTENIBHO YCKOPHUThH cermeHTtanuio. Ha
TPETbEM 3Talleé MPOBOAMUTCA IIOJACUET pasMepa MHTEPECYIOUIMX CETMEHTOB C MOCIHEAYIOIIMM pacyéToM IPOLEHTHOTO COOTHOLICHHS
UHTEpeCyoIuX 30H.J1s npoBepku 3()(GEKTHBHOCTH KaK ONMCAHHBIX METO/OB, TaK U HPEMIOKEHOH B paMkax paboThl MOAM(DHUKALNH, 3TH
METO/IbI ObIIN pean30BaHbl U NPOBEPEHbI Ha puMepe hoTorpaguueckux N300pakKeHNH IeCTH a0PTANBHBIX KIAaHOB. B 3KcrepuMeHTaIbHOM
YacTH BPEMsl CErMEHTAallMd yMEHbLIIMIOCHh NMpubin3nuTenbHo B 300 pa3. Pe3ynbTaThl MpoBeIEHHBIX SKCIIEPUMEHTOB MoKazanu 3(pGEeKTHBHOCTh
BBIOpAaHBIX METOOB B pEUIeHHH INpakTHdeckoi 3amaun (B 83,3% ciydyaeB pe3ynbTaThl CeTMEHTAIMM 0e3 MaHyaJIbHOW KOPPEKLHUH JaBajH
MIOTPENTHOCTE MeHee 5%).
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