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Abstract—Time synchronization is a mandatory feature needed
for Wireless Sensor Network to operate consistently and to be
capable to chronologically link to global time. Time
synchronization is important when the sensor nodes employ
TDMA [9] based medium access protocols and when sensor nodes
want to operate on some time managed schedule as well. Time
stamping is one of the most widely used approaches, because of
simple implementation and of being quite precise. Based on the
time stamp exchange approach we provide network wide
synchronization that employs neighbouring node information to
determine if synchronization should be continued on the same
level or in the second level of nodes.
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I. INTRODUCTION

The advancement of Wireless Sensor Network (WSN) has
enabled, but not limited to, subtle monitoring of different
environments, including buildings, forests, even volcanoes and
different activities performed by animals or humans.

WSN s built from devices as small as about the size of a
matchbox, called sensor nodes, that are capable of computing,
data relaying to each other, sensing phenomena, in some cases
even interacting with environment and are powered with
batteries [10]. This allows a WSN user to discretely monitor the
object of interest in great detail for a long period of time.
Furthermore, these objects do not have to be located close to the
existing network infrastructure — nodes organize in a way that
data is routed, in general, to a single point where it is forwarded
to global network via satellite, Wi-Fi or other method. But the
reported data to be meaningful in scope of time, precise
information of when certain events happened in the monitored
area must be included. This leads to the necessity of time
synchronization of WSN nodes. Furthermore, depending on the
application the data fusion/aggregation, TDMA and the sleep
cycles for nodes to operate correctly, nodes need to have time
synchronization set-up and working on the node.

But the main goal of WSN is to relay the measured data of
phenomena or object to the user. So the nodes must operate as
an autonomous network altogether. In our previous work [5] we
proposed to use a two layered architecture of WSN where the
first layer consists of clustered WSN nodes and the second layer
consists of gateways (GW). We chose to further investigate this
architecture, thus the focus of this paper is to design a
synchronization approach within this WSN architecture.
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Il. BACKGROUND

A. Time Synchronization

Time synchronization is described as a process of
synchronizing sensor nodes local clock either with other nodes
or group of nodes or with some global time scale, like UTC [1].

The time synchronization algorithm is described by its
properties and structure which can be classified according to the
following criteria [8]:

e Physical time — e.g. UTC, versus logical time — e.g.

counting events;

e External wversus - eg. UTC, versus
synchronization — e.g. local network time;

¢ Global — e.g. synchronize all nodes, versus local algorithm —
e.g. synchronize partition of network;

e Hardware — e.g. GPS module on node, versus software
based synchronization — e.g. packet forwarding;

e A priori — e.g. synchronization is performed during all
network lifetime, versus a posteriori synchronization —e.g.
synchronization is performed only after the event has been
detected,;

e Deterministic — e.g. guaranteed upper bound of
synchronization error, versus stochastic precision bounds —
e.g. stochastic upper bound of synchronization error.

After performing some analysis we have chosen the
following criteria that should be implemented in the time
synchronization algorithm for the two layered network:
physical time, internal (with choice of external) time, global,
software, a priori and with deterministic precision bounds.

The synchronization algorithm can be analysed using the
following performance metrics [8]:

e Precision — e.g. maximum synchronization error between

a node and real time or between two nodes;

o Energy cost — e.g. energy cost of the time synchronization
protocol. This metric depends on several other factors: the
number of packets exchanged in one round of the
algorithm, the amount of computation needed to process
the packets, and the required resynchronization frequency;

e Memory requirements — e.g. estimating drift rate, the
history of previous time synchronization packets is
needed, meaning — a longer history gives more precise
results, but expends more memory;

e Fault tolerance — e.g. is determined by the algorithm
capability to cope with failing nodes, with error—prone and
time variable communication links, or even with network
partitions and node mobility.
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B. Related Work

Traditional synchronization protocols used for wired
networks (e.g., the Network Time Protocol (NTP) or the
Precision Time Protocol (PTP)), as well as some wireless
specific protocols (such as the IEEE 1588v2 and the IEEE
802.1AS) are usually not suitable for WSNs due to the
limitations of node hardware and energy resources available for
them [2].

Thus several WSN-specific synchronization protocols have
been developed. Among them are [4]:

Time-Stamp Synchronization (TSS) protocol [4] — protocol
uses round trip measurement of four messages. When
timestamp is sent, the receiver ads to it calculated difference
from roundtrip measurements. Disadvantage — it can lead to
excess energy usage because of the message exchange;

Reference-Broadcast Synchronization (RBS) protocol — the
transmitter broadcasts the reference packet to two receivers
(e.g. i and j) via physical-layer broadcast. Each receiver records
the time when the reference was received, according to its local
clock. The receivers exchange their observations. Disadvantage —
it cannot be used in the networks which employ point-to-point
links, because it has a physical broadcast channel [4];

Timing-sync Protocol for Sensor Networks (TPSN) [6], —
sender—receiver synchronization, works in two phases. Phase 1:
A level (1 — n) is assigned to each node in the spanning tree
hierarchical structure. Phase 2: the sender from the lower level
synchronizes with the receiver in the higher level trough two-
way messaging. After that the original sender can calculate the
clock drift A and the propagation delay d [4]. Disadvantages
include — spanning tree creation;

Lightweight Tree-based Synchronization (LTS) — provides a
specified precision with little overhead. It realizes two
algorithms that require nodes to synchronize to some reference
points such as sink node. The first algorithm uses a centralized
approach — the spanning tree is constructed first and then the
nodes are synchronized along the (n-1) edges of the spanning
tree. The root of the spanning tree is the reference node. The
second algorithm works in a distributed manner and each node
can decide the time for its own synchronization. The spanning
tree structure is not used in this version of algorithm [4];

And other approaches: Flooding Time Synchronization
Protocol (FTSP), Interval-Based Synchronization (IBS), Tiny-
sync protocol [8].

C. Network Architecture

We have previously [5] proposed to use a two layered WSN
architecture that relieves some of the fundamental WSN
problems. Like, for example, we have gained a more
deterministic network architecture and separation between
WSN and the network that is responsible for interconnecting
different parts or partitions of the network. This as well
simplifies the necessary data transportation protocol, because
the cluster works only on one hop basis. But the second network
layer can use some higher layer transportation protocol. This is
described in more detail in [5] and we refer the interested reader
to that paper.
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Fig. 1. Two layer network architecture.

The WSN structure used here consists of two layers — WSN
node layer and GW layer, depicted in Fig. 1. The lines between
the nodes indicate communication links; red nodes are elected
Cluster Sinks (CS). WSN nodes are arranged in clusters, as this
approach can ensure increased energy efficiency, routing and
easier network scaling. Within the scope of this paper we are
not interested in how clusters are formed or how cluster head is
elected, but we know that all sensor nodes are homogeneous,
meaning, they have the same hardware and software running on
them. The second, GW layer, is formed again from
homogeneous gateway nodes, and again hardware and software
here is the same on each and every node.

As seen in Fig. 1, communication link is possible between
1) cluster nodes and the cluster sink (CS), 2) CS and available
GW or GWs, 3) between cluster heads only by using GW as
proxy, 4) between GWSs themselves, 5) between GWs and the
user. We assume that GWs can always communicate with each
other.

D. Assumptions and Limitations

So far there are some assumptions of synchronization

approach we can devise from the presented information:

1) Network route from the sensor node to the user is quite
simple, because, at minimum, there are only three
communication hops to reach the user;

2) From network architecture we can easily obtain the
synchronization hierarchy and constructing it does not
involve separate algorithms or steps, meaning that the
lower level node synchronizes to a higher layer node — GW
synchronizes to, for example, NTP server or other time
provider; CS to GW and Cluster Nodes (CN) to CS;

3) Due to GW position being sporadic, not always cluster
heads can have access to the external network. So the GWs
must employ mechanism that can synchronize clusters in
multi-hop manner;

4) Cluster N is covered by at least one GW — on its own
ensuring all node or in our case cluster coverage is a
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separate problem in WSNs and is included as a future
research topic.

In [4] it is pointed out that there are several limitations that
should be taken into account when choosing or devising the
synchronization scheme. Namely, this adds to the following
aspects of limitations:

Energy efficiency: Synchronization should not drastically
increase energy consumption;

Scalability: As the sensor node count increases/decreases the
synchronization should not be affected by changes in topology;

Precision: Depending on application some may need
microsecond accuracy while others may just require the
ordering of events;

Robustness: Synchronization scheme should be robust
against the link and node failures. For this purpose, usually,
more than needed sensor nodes are deployed in a relatively
small area;

Lifetime: Here it is decided whether the synchronization is
needed for an instant, or for the entire lifetime of the network;

Scope: The scope decides whether the nodes are
synchronized network wide or locally, among nodes that are
spatially close;

Cost: What costs are incurred while deploying the scheme.
Since the sensor networks are often deployed in remote areas,
it is better not to rely on sophisticated hardware infrastructures
like GPS receivers. Rather, an internal synchronization is
enough if implemented appropriately.

E. Synchronization Problems and Errors

Achieving synchronization is not an easy task because due to
the following non-deterministic delay is introduced [1] and [4]:
1) Send Time. The time spent to assemble a packet and to
send it to the MAC layer. This time includes kernel
processing and the delay introduced by the operating
system, if there is one;

2) Access Time. This is the time loss experienced while
waiting to access the transmission channel. It depends on
the specific MAC protocol used,;

3) Transmission Time. The time the sender spends to transmit
the packet bit by bit. Influenced by baud rate and packet
size;

4) Propagation Time. The time needed for the packet to be
transmitted from the sender to the receiver. It is the
physical propagation time of the packet through the media
channel and this is small enough in most cases to be
ignored from latency estimations;

5) Receive Time. The time the receiver takes to receive and
to process the packet.

Clock skew rate [4] (or drift [3] and clock offset are the
things that change over time and they must be corrected
whenever synchronization is executed. Due to the mentioned
time this problem is not that easily resolved.

Furthermore, such resources as available energy, wireless
communication medium and computational power limit the
implementation of reliable synchronization approach. Another
aspect is network dynamics — due to limited resources nodes
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can often be removed from the network or added thus changing
topology, or nodes can even be mobile; this could affect
approaches that use, for example, spanning trees (like LTS) or
other non-Ad-Hoc network topology [3].

I1l. CLOCK SYNCHRONIZATION APPROACH

In this chapter we try to describe a simple enough time
synchronization approach that could be used for time
synchronizing in the two layered mobile GW network. For node
pair synchronization we want to use simple roundtrip
timestamp communication like in TPSN [4], which is based on
the timestamp exchange among nodes, but as described later,
with slight modifications. We chose to base on these methods,
because there has been wide research on these methods and it is
proven that they can guarantee good enough (according to [3]
average uncertainty of timestamp intervals is described as
200 ps and it changes by 2.5 ps with every second passed)
precision with little overhead.

From what we described previously we know that the
following features will be implemented:

1) Simple network hierarchy — SN, CS, GW, user;

2) Four different communication links: SN — CS (P2P); CS -

GW (P2P); GW — GW (Ad-Hoc); GW — user (P2P);

3) GW ability to synchronize without access to external
network;

4) At least one GW has access to external network;

5) To minimize access time uncertainty nodes will be in
priority mode when communicating, so that it does not
have to wait on other nodes.

Now we have clear concept of network architecture that will
be used and the features that result from the used network
architecture. We have decided that the best approach is to do
synchronization in several separate, but successive steps:

1) GW synchronization with global time;

2) CSs synchronization with GW;

3) CNs synchronization with CS.

A. Gateway Synchronization to Global Time

Here we can see two different cases. First, in the network
only one GW has access to external network. Second, several
GWs have access to external network.

In the first case everything is clear — the GW that has access
to external network will be the source of synchronization time
and all clusters and every other GW will synchronize to this
GW. To synchronize to global time a simple NTP
synchronization will be used.

In the second case to begin the synchronization process
correctly first of all master GW must be chosen among GWs
and then the same approach as in the first case can be executed.

Possible problems or sources of errors:  the main problem
with this step is latency, propagation of time among GWs take
time. To resolve this problem we use separate network (Wi-Fi
for example) to synchronize GWs and WSN network (at the
same time) to synchronize to the cluster. This insures that GWs
receive time as soon as some neighbour has received it.

If the application is developed for use in wild there exists a
possibility to equip every node with GPS receiver and then
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synchronizing with global time is not a relevant problem. After
reading global time from the GPS module every GW is
synchronized with global time and furthermore between
themselves. We assume that the time difference between
different GPS receivers is negligible.

Possible problems or sources of errors: While using GPS, the
received data processing time has to be included. As described
in [6] this time can vary from 50 ms to 100 ms and more if pulse
per second (PPS) synchronization is not used on GPS module.
Alternatively this timebound can be a few microseconds.

To supplement this case we must mention that GPS is not a
necessary module, though. Synchronization source can be a simple
node that can access the external network, where the time is
acquired, like it was described in the beginning of this subsection.

Another possibility to reduce the cost of external
communication is to maintain local time, meaning that GWSs do
not synchronize to global time by using the methods just
described. In this case the master GW should be chosen and all
GWs should synchronize to this GW time.

Drawback: synchronization to global time must be done later
(posteriori) when data is sent to the user; this could lead to
uncertainties of when some events have happened.
Furthermore, some message roundtrip synchronization
algorithm must be used because there is no dedicated hardware
(as BSD would need) and this could lead to further error in
lower hierarchy levels because every next hop in hierarchy
increases uncertainty as described in [3].

B. Cluster Sink Synchronization to Gateway Time

Initially CSs are unsynchronized with GWSs and are running
on some local time T, while GW is now running on global time
Te. As soon as GW has received global time and synchronized
to all its neighbouring GWs — it is necessary to forward Tg
further in the network. After which GW responds to CS sent
SYNC_REQ message. Synchronization here is similar to what
happens in TPSN. First GW sets priority so synchronization
with this CS node could be performed uninterrupted and
informs every neighbouring node of this. After receiving
SYNC_REQ, GW replies with ACK, containing T1. At ACK
message reception timestamp T2 is measured. After some time
response message is sent measuring timestamps T3 and T4.
Finally the last timestamp message from GW is sent to CS
measuring timestamps T5 and T6. This is a slight modification
of TPSN protocol where one more additional message is
inserted. This is done in hope to minimize the time offset that is
introduced due to message transmission in GW. Furthermore,
receiving one more message is not as expensive as sending one.

[6w] [11] [Ta] [15]
[YhC_REQ | P\\CKl
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Fig. 2. Timestamp exchange process.

So now we can calculate the time offset like this:

T2-T T6-T5
Ae |2y 13y

. )

where T1, T2, T3, T4, T5 and T6 are timestamps that are
exchanged among synchronization partners and A is average
time difference between communication partners. Tcs now is
calculated as:

TCS =T5+ |A| ~+ tcalculation, (2)

where T5 is the last received global time timestamp from GW,
A is average time difference between communication partners
and teaiculation 1S time that is spent to process all received data
from the moment the last message was received.

Here with three messages we try to achieve better time offset
measurement. But this must be tested or simulated to verify our
assumptions.

C. Cluster Node Synchronization to Cluster Sink

When CS is synchronized with GWs, further synchronization
to SN can be performed. We know few facts about sensor
nodes, namely, they are divided in clusters and one CH is
elected, thus providing one hop route to every cluster node.
Cluster is homogeneous and nodes have limited resources.

Here the same synchronization approach as between GW and
CS will be performed.

D. Resynchronization

Due to the instabilities of clock source and other
environmental factors clock and therefore time drifts away from
its time. To resynchronize we use the following mechanism —
after some time has passed, there are methods how to calculate
it — we perform resynchronization, depicted in Fig. 3.
Resynchronization is described by

Tes = T1 + |A] + teatcutation 3)
where A is known from the synchronization which was the
second time after the calculated time of needed
resynchronization and T1 is GWSs timestamp and tcajacutation 1S
time of message processing.

For this approach to work, nodes must be static, because with
change of location A will change as well.

[ow] [11]
RESYNC_REQ| |ACK |

[cs]
[T2]

Fig. 3. Resynchronization process.
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BEGIN PN -
SYNC_START: O A T 0
IF GW is a master (has access to external network) o ( O / 0 \}
THEN RN\ o © o
GW receives global time trough NTP /o \‘\\\\Q oA ~_ O
ELSE + 7 N TS e
J— 7 O O O™
IF Master GW not elected 0 /5 o/ \ (5 O )
THEN .o /Y ¥ O N
Perform election of master GW | QO ‘;f//(j\k‘}'i: —
GOTO SYNC_START @ o AN )/ o)
ELSE N0 /N I/ 0 '\ O Gateway
- AN RN & ] O Cluster Sink
IF Synchronization started — "\ /M Master GW
THEN ) ) \\\ O /O synchronized GW
Wait for global time — @ Synchronized CS
IF Global  time Fig. 5. After two steps all neighbors are synchronized.
received

THEN
GOTO CHECK_NEIGHBOURS:

CHECK_NEIGHBOURS:
IF GW has any neighbour GW left unsynchronized
THEN
Perform synchronization with neighbour GW
GOTO CHECK_NEIGHBOURS
ELSE
GOTO SYNC_TO_CLUSTER

SYNC_TO_CLUSTER:
IF GW has unsynchronized CS

THEN
Perform synchronization to this CS
GOTO SYNC_TO_CLUSTER

ELSE
GW - CS synchronization done
GOTO SYNC_TO_NODE;

SYNC_TO_NODE:
IF CS has unsynchronized nodes
THEN
Perform synchronization to this node
GOTO SYNC_TO_NODE

ELSE
CS - node synchronization done
GOTO END;
END
Pseudo-code 1. Pseudo—code that illustrates network—wide synchronization
process.

A. Network-wide Synchronization

To illustrate more in detail the network—wide
synchronization we present Pseudo—code 1 and Figs. 4 — 8 that
describe how all network synchronization is acquired.
In Figs. 4 — 8. for depiction simplicity only GW and CS
synchronization process is shown.

Pseudo-code 1 can be visualized with the help of the following
example of the two layered, clustered sensor network:
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\ /W Master GW
. O /" [ Synchronized GW
- e

@ Synchronized CS
Fig. 4. Initial state of network after electing master GW.
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Fig. 6. After the 3rd step one more GW is synchronized and the first GW starts
cluster head synchronization.
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Fig. 7. After the 4th step one more GW is synchronized and the first cluster has

synchronized its second cluster head and two more clusters have started

synchronization with cluster sinks.

And so forth until all the nodes are synchronized.
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Fig. 8. After the 11th step all GWs and cluster heads have been synchronized.

To sum up the usage of the two layer network architecture
we can quite easily provide sensor node synchronization to
global time in a few easily implementable phases.
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IV. FUTURE WORK

The biggest issue that we came across is providing actual
synchronization results from experiments or simulations for the
provided approach. So we are working on creating both a
simulation setup in Omnet++ (Castalia) and a simple test bed
for result comparison. For the test bed we will be using DiGi
Wi-9C board (or Raspberry PI) as GW and for the sensor nodes
T1 eZ430-RF2500 sensor nodes.

Besides simulation there is one more interesting case to be
researched — when two or more separate partitions working on
the same application need to be synchronized. We need to find
a reliable way to do this.

V. CONCLUSION

In this paper we have suggested the time synchronization
approach that is implemented in two layer network. The first
layer is formed from clustered sensor nodes and the second
layer is formed from mobile gateways. The proposed time
synchronization approach starts working from top — master
gateway, to bottom — sensor node, step by step. Basic
approaches used for synchronization are based on the packet
delay measurement. The advantage of the proposed
synchronization system is that different parts of network can
perform synchronization separately. The greatest disadvantage
of this paper is that due to time limitation we did not manage to
provide the data to prove the efficiency of the proposed
approach.
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Gundars Miezitis, Romans Taranovs, Valerijs Zagurskis. Klasteros sadalita heterogéna bezvadu sensoru tikla inicializacija

Bezvadu sensoru tikla mezglu sinhronizacija ir viena no funkcionalitateém, kas dod vairakas jaunas iesp&jas bezvadu sensoru tiklam. Pieméram, bezvadu sensoru
tikla var izmantot algoritmus, kuri darbojas tikai tad, ja ir zinams sistémas laiks starp mezgliem. Viena no tadam algoritmu klasém ir vides piekluves algoritmi,
balstiti uz TDMA — Time Division Multiple Access ideju, kad katram mezglam tiek pieskirts konkréts laika slots, kura tas klausas vidi un veic komunikaciju, pargja
laika mezgls atrodas miega reZima. Ja §ada iesp&ja nebiitu, tad mezglam vide baitu jaklausas nepartraukti un lieki tiktu teréti tam pieejamie energijas resursi. Cits
piemérs, ja sensoru tikls izpilda kadu laika grafiku, piem&ram, sensoru tiklam ir jadarbojas nakti vai diena, visprecizakais veids, ka to realiz&t, ir veikt laika
sinhronizaciju uz mezgliem un iegit globalo laiku. Pieméram, situacija, kad tiktu izmantoti apgaismojuma sensori, atbilde par to, vai ir diena vai nakts, nav
viennozimigi — diena var biit aptumsota istaba un sensors var pienemt aplamu lémumu, ka ir nakts, un sakt nevajadzigi teérét savus resursus. Piedavata pieeja
izmanto ta saucamo laika zZimogu nodo$anas mehanismu, kad siititajs un sanémeéjs apmainas ar Siem laika zZimogiem un sanéméjs izrékina, par cik tad vina laiks
atskiras no globala laika. Kad tas ir izr€kinats, $is mezgls sev uzstada jau korigéto vértibu. Ja mezgls, kur$ darbojas, ir varteja vai klastera galva, tad tiek parbaudits,
vai visi kaiminu mezgli ir sinhronizéti, izmantojot atbildes zinojumus — ja netiek sanemta atbilde, ka vajag sakt sinhronizaciju, tad kada noteikta laika tick pienemts,
ka visi kaiminu mezgli ir sinhronizéti. Talak jau uz mezgla var sakt izpildities vai nu pielietojums, vai kads cits inicializacijas solis. Sts darbibas ir identiskas gan
uz vartejas, gan uz klastera galvas. Tiek piedavats arT panémiens, ka veikt atkartotu mezglu sinhronizaciju, jo takts avota neprecizitates un vides apstaklu ietekmes
del sinhronizacija tick zaudgta. Seit uz mezgla tiek saglabata ta vértiba, kas ir bijusi izrékinata iepriek3gja sinhronizacijas cikla, kas ir ticis izpildits péc laika, kas
tiek uzskatits par sinhronizacijas punkta zaudeanu. ST pieeja dazadam tikla dalam dod iesp&ju sinhronizéties neatkarigi vienai no otras.

61


http://dx.doi.org/10.1109/ISME.2010.222
http://dx.doi.org/10.1109/ISPCS.2008.4659224
http://dx.doi.org/10.1155/2012/740268

Technologies of Computer Control

2014 /15

I'ynpapc Muesutuc, Banepuii 3arypckmii, Poman TapanoB. CHHXpoHM3alus Y3/10B B 0eCIIPOBOHBIX CEHCOPHBIX CETSIX € IeTePOreHHON KiacTepHoil
APXHUTEKTYPOI.

CuHXpOHHU3aIMs 6ECIIPOBOHBIX CEHCOPHBIX Y3IIOB SIBIISETCS (DYHKIMOHAIBHOCTBIO, KOTOPAsi II03BOJISIET PEAI30BaTh s HOBBIX BO3MOXHOCTEH B OECIIPOBOAHOM
ceHcopHOU cetn. Hamprumep, MoxkeT OBITH yHOMSHYTa BO3MOXKHOCTh OECIIPOBOJHON CEHCOPHOH CETH HCIOJIb30BaTh alTOPUTMBI, KOTOPHIE OCHOBBIBAIOTCS Ha
orcuére BpeMeHH B y31ax cucreMsl. K npumepy, anroputmsl TDMA THIIa,0cHOBaHHbIC HA MHOXKECTBEHHOM JIOCTYIIE K CPEJIe C pa3Jie/ieHeM BpeMeHH. B nanHOM
ciTydae 3a KaXIbIM Y3JIOM 3aKpeIlIIeTCsl KOHKPETHBIN BPEeMEHHOH HHTEpBall, B KOTOPOM OH CIyIIaeT Cpemy U oOIIaeTcs, a B TeYeHUe OCTAIBHON YaCTH BPEMEHH
HAXOJUTCA, K IPUMEPY, B CIIIIEM pexXUMe. AITOPUTMBI JAaHHOTO THUIIA NO3BOISIOT ()(HEKTHBHO PacXOm0BaTh SHEPropeCYpChl CEHCOPHHBIX Y3JI0B — HHAYe, K
MIPUMEPY, Y3JIbl JOJDKHBI OY/yT CIIyLIaTh CPEy IOCTOSHHO, YTO MPUBEAET K OoJiee ObICTPOI TpaTe UMEIOLIMXCS SHEpropecypcoB. Jlpyroii npumep, rie CeHCOpHas
ceTh paboTaeT o rpaduKy — Takas CEHCOPHAsI CeTh JODKHA paboTaTh B THEBHOE HIM BedepHee BpeMsl. CaMbIM TOYHBIM CIIOCOOOM IS COCTABIICHUS H BHITOTHCHUS
rpaduKa SBISCTCS HCIONb30BAaHHE CHHXPOHM3AIMM Y3IIOB, OCHOBAaHHOH Ha IJIOOAILHOM BpeMEHH. B Takux CeTsX HCIOIb30BaHHE IONOITHHUTEIFHOTO
000pyioBaHUsl AJI ONpEAENIeHHs BPEMEHHM CYTOK HeE SIBJIAETCSl PEIEHHEeM, MOCKOJbKY CYLIECTBYIOT CUTYyallMH, KOTIa, K IIpUMepY, IPH HCIIONb30BaHUU
(hOTODIIEMEHTOB MOJKET OBITH JaH JIOXKHBIH OTBET — KOMHATA, T/I¢ YCTAaHOBJICHBI CEHCOPHEIE y31IbI, MOXKET OBITh 3aTeMHEHa HCKyccTBeHHO. [IpenmaraeMslii moaxon
HCTIONB3YeT TaK Ha3bIBacMble BpeMEHHbIE MapKepsl. [1pn MX IOMOIH MPHEMHIK H IEPEAATINK BBIUHUCIIAIOT, HA CKOIBKO JIOKATbHOE BpeMst IPHEMHHKA OTINYAETCS
ot riobanbHoro. ITocie Toro, kak JaHHOE pa3iIn4ue ObUIO PACCYUTAHO, y3ei CaM PEeryIupyeT 3HaueHHe JIOKaJIbHOro TaiiMepa. Eciu y3en siBiseTcs MUTI030M HITH
OCHOBOH KJIacTepa, allrfOpUTM 00ecIieynBaeT IPOBEPKY BCE COCETHUX CEHCOPHBIX y3/I0B, C IIOMOIIBIO OTBETHHIX cooOmmennid. Eciu e OyaeTr norydeHo HUKaKoro
OTBETa, YTO HYXKHO HayaTh CHHXPOHM3ALHIO, IIPEIIOIAracTcs, 9YTO BCE COCEIHHE y3JIbl CHHXPOHM3HPOBAHEL Jlanee Ha y3lIax MOTYT HaUMHATH paboTaTh JHO0
JIPYTHe IIard MHULHAIH3ALKUY, 00 caMo HpUIIOKeHHe. DTH JeiCTBHUS SBISIOTCS WICHTHYHBIMM JUIS y3JIOB THIIA IIUIIO3 M INlaBa KiacTepa. B pabore Taxske
MIPEIUI0KEH METOA UL IOBTOPHOM CHHXPOHHU3AIMH Y3IIOB, IIOCKOIBKY M3-32 HETOYHOCTH MCTOYHHKA TAKTOBOH YacTOTHI U M3-3a YCIOBHII OKpyXKaromieil cpensl
CHHXPOHH3AINH TepsAeTCsA. DTOT MOAXO0] TO3BOJISIET CHHXPOHU3UPOBATh Pa3INIHbIE YACTU CEHCOPHOU CETH He3aBUCHMO JPYT OT ApyTa.
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