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Abstract—The task of statistical data extraction from photo
images of biomedical objects is important in biomedical
diagnostics. For example, the analysis of photographic images of
aortic valve taken after surgical operation can be used for further
medical research. In this case, it is important to define the
percentile correlation between the pathological and the
macroscopically unchanged tissue. In this work, authors
implement different methods for extracting the statistical data
from images. The experimental results show the efficiency of the
selected methods.
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|. INTRODUCTION

The aortic valve (valva aortae) is part of the aortic root. The
latter connects heart to the systemic circulation and plays
major role in the function of heart and cardiovascular system.
It also maintains optimal coronary perfusion and plays a role
in the maintenance of a laminar flow in the vascular system.
Each structure of the aortic root has its individual histological
profile and anatomical architecture. The crown shape annulus,
the three sinuses of Valsalva and interleaflet triangles, as well
as the sinotubular junction, commissures and the aortic valve
leaflets interact with each other in a certain way to maintain
optimal function. This well-coordinated dynamic behavior has
been shown to be of importance for specific flow
characteristics, for coronary perfusion and left ventricular
function [3].

Calcific aortic valve stenosis (CAVS) is an important
clinical problem: 2.8 % of adults aged over 75 have some
degree of CAVS, and as many as 25 % of adults aged over
65 have valvular sclerosis. Although risk factors and
downstream mediators appear similar for CAVS and
atherosclerosis (older age, male sex, hypertension, smoking,
hypercholesterolemia, and diabetes) [2].

The histological changes of CAVS are inflammation —
extracellular matrix remodeling with increasing fibrosis, valve
thickening, as well as angiogenesis and calcification [1].

Echocardiography is a key technique used to confirm the
diagnosis of Valvular Heart Disease (VHD), as well as to
assess its severity and prognosis. It should be performed and
interpreted by properly trained personnel.

TABLE I

ECHOCARDIOGRAPHIC CRITERIA FOR THE DEFINITION OF SEVERE VALVE
STENOSIS: AN INTEGRATIVE APPROACH

Aortig Mitra_l Tricusp_id

stenosis | stenosis stenosis
Valve area (cm?) <10 <10 -
Indexed valve area (cm?/m? BSA) <06 - -
Mean gradient (mmHg) >40a >10 >5
Maximum jet velocity (m/s) >40a - -
Velocity ratio <0.25 - -

It is indicated with any patient with a murmur, unless no
suspicion of valve disease is raised after the clinical
evaluation. The evaluation of the severity of stenotic VHD
should combine the assessment of valve area with flow-
dependent indices such as mean pressure gradient and
maximal flow velocity (Table 1V). Flow-dependent indices
add further information and have prognostic value [4].

Without a doubt, a very important principle of diagnostics is
the visualization of the aortic valve along with the analysis of
echocardiogram’s physiological parameters. The possibility to
analyze the aortic valve at macro and micro levels only
appears when extracting the valve during the prosthetics of
aortic valve (exchange with an artificial valve) or autopsy
(post-mortem examination). During these two processes, it is
possible to examine the valve and analyze the distribution of
pathological tissue. For these purposes, the Fix-Hodges
method [5], [6] seems efficient, since we obtain specific data
that can be used for defining the correlation between pathological
tissue and echocardiogram’s parameters. The obtained
information can be used for solving the opposite task — using
the parameters of the echocardiogram. It is possible to recreate
the model of the aortic valve stenosis, which allows to assess
the volume of pathological tissue without surgical invasion.
Several medical aspects of this task are described in [11].

In the end, we obtain another parameter for defining the
necessity and urgency of a surgical operation and for assessing
the severity of patient’s condition.

Il. IMPLEMENTED METHODS

In order to solve the task of image segmentation methods of
object recognition (classification) are used in this work.
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Obijects of classification are sets of image pixels, described
in the RGB color system

A= (R; G Bp. 1)

Two methods of object recognition were used: “Template
Matching” and “k Nearest-Neighbors” method (or “Fix-
Hodges method” [5], [6]). Let us examine both methods in detail.

A. Method “Template Matching”

The method “Template Matching” [7], [8] is a classification
method, but in this work it was used to solve the task of image
segmentation. The geometric interpretation of the method used
for the task of segmentation is described in Fig. 1.

Fig. 1. Geometric interpretation of “Template Matching” method.

The method consists of the following steps:

In the beginning, templates (“centers of gravity”) for each
class are calculated using the learning set (objects, which are a
priori known to belong to a specific class).
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where:

RE,, GE., BE, template coordinates of class p.

p class number;

n number of objects in the current class;

R?,GP, B coordinates of object i in class p.

Afterwards, a consecutive analysis is conducted for each
pixel on the image, where the class affiliation for the pixel is
unknown. For this, in each examined pixel A, distances
(in RGB space) to all the templates are calculated:

dp; = Ao — AR, 3)

where:
d¥, distance between objects;
A, examined object;
AL, template of class p.

The decision about affiliation of the examined object (pixel)
A, to a specific class is made by finding the minimal distance
to template A%, , i.e. the object belongs to class p, if the
distance between the template of this class and the examined
object is minimal:

if (dgt = min(d%,, dL,, )) then A, € Class p.  (4)

Method “Template Matching” realizes the linear partition of
the attribute space.

B. Method “k Nearest-Neighbors”

Method “k Nearest-Neighbors” or Fix-Hodges method [9]
and [10] is also a classification method, which in this work is
used for the purpose of image segmentation. The geometric
interpretation of the method as it was used in this work is
illustrated in Fig. 2.

Fig. 2. Geometric interpretation of “k Nearest-Neighbours” method.

When using this method, consecutive analysis is conducted
for each image pixel, where class affiliation for the pixel is
unknown. The method consists of the following steps:

In the beginning, distances (in RGB space) between the
examined pixel and each object in the learning set are
calculated:

di =4, — 47, (5)

A, examined object;
AP object i of class p;

p class number;

i number of objects in class p.

Afterwards, in each class minimal distance to the examined
object is calculated, for the examined object’s nearest
neighbor from the class objects is searched:

db, =min(d?,dyb, ...). (6)

The decision about the affiliation of the examined object
(pixel) A, to the specific class is made by finding the minimal
distance to the nearest neighbor in each class, i.e. the object
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belongs to class p if one of its object’s distance to the
examined object is minimal:

if (dZN = min(dpy, diy, )) then A, € Classp. (7)

The “k Nearest-Neighbors” method realizes piecewise
linear partition of the attribute space, which allows using this
method as the approximation of non-linear partition of
attribute space.

C. Used Distance Metrics

As seen from equations (3) and (5) the methods of
classification are based on using distances between objects in
3D space of RGB color system. Different metrics [12] can be
used to calculate these distances. In this work, two existing
metrics were used: Euclidean distance [12] and Manhattan
distance [13], [14].

Let there be two points A; and A, in RGB color space. The
coordinates of the points are calculated using equation (1). In
this case, the distance between these two points when using
Euclidean metric can be calculated as follows:

dEucl = \/(Rl - RZ)Z + (Gl - GZ)Z + (Bl - BZ)Z' (8)

When using the Manhattan metric, the distance between
points A; and A, can be calculated using the following
equation:

Ayann = |R1 = Ry| + |Gy — G| + |By — B, )

The geometric
illustrated in Fig. 3.

interpretation of the said metrics is

Fig. 3. Manhattan and Euclidean distances between two points.

Fig. 3 shows Euclidean distance between points 4, and 4,
with a red line. One of the Manhattan distance variations is
shown with a blue line.

D. Method of Image Glare Removal

In order to improve the results of image segmentation two
methods of image quality enhancement were implemented in
this work. The first method was used to remove the glare from
the photographic image of the heart valve. The method uses
the filtration—thresholding technique [15]. The image was
processed witha N x M filter;

lpo,o PN,ol

Pom ** DPNmM
The processing itself consisted of two steps. Firstly, all the

pixels p of the filter that had values (in RGB color space)

below the threshold T were saved to a special set A, which
was used for creating a texture for replacing the glare.

(10)

lf pi,j < T then pi,j € A, (11)

where i € [0..N],j € [0..M].
Secondly, all the pixels p of the filter that had values above
the threshold T were replaced by a random pixel from the set A.

if pij > T thenp;; = random(4), (12)

where i € [0..N],j € [0.. M].

E. Method of Noise Removal Using Median Filter

The median method [16], [17] was used for noise removal.
The method also processed the image with a N x M filter:

[po,o * Pno l
Pom ** Pnm
The method consists of exchanging the filter’s central pixel

value by the calculated median value of the filter. This can be
achieved by using the following equation:

(13)

N M
_ Yi=o Zj:o Pi,j
Pcentral N-M

(14)

Both of these image enhancement methods when used
simultaneously are able to smooth the texture of the image and
effectively remove the glare.

1. EXPERIMENTAL RESULTS

In this work statistical data were extracted from the
photographic image of pathological biopsy using the following
input data:

o 10 aortic heart valve photographs;

o 10 template segmentation images.

The input images are shown in the second column of
Table VIII and Table X. The templates of segmented images
are shown in the third column of Table VIII and Table X.

In order for the methods “Template Matching” and
“k Nearest-Neighbors” to work properly, it was necessary to
use images of the start segments (segment map). An example
of such a segment map for the input images (for the third
object) is shown in Fig. 4.
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Fig. 4. The example of start segment’s images.

The testing consisted of two parts. The first part was the
segmentation of the 10 input images based on 10 segment
maps (each input image had its own respective segment map).
Each image was processed with two different segmentation
methods using two different distance metrics (four
experiments in total for each image).

The second part of the testing consisted of calculating the
number pixels in the segmented regions of interest as well as
the percentile correlation of these regions. In practice, two
classes of segments were examined — the pathological tissue
and the macroscopically unchanged tissue.

The first experiment was the segmentation of input images
based on the segment map using method “Template
Matching” with Euclidean metric. Statistical results are shown
in Table 11

TABLE Il

STATISTICAL DATA OF SEGMENTATION USING THE “TEMPLATE MATCHING”
METHOD WITH EUCLIDEAN METRIC

TABLE 1l

STATISTICAL DATA OF SEGMENTATION USING THE “TEMPLATE MATCHING”
METHOD WITH MANHATTAN METRIC

Object Sample Segmentation
4 Class1, | Class2, | Class1, | Class2, | Difference,
% % % % %
1 68.985 31.015 64.428 35.572 4557
2 75.749 24.251 80.962 19.038 5.213
3 79.279 20.721 72.809 27.191 6.470
4 73.085 26.915 62.333 37.667 10.752
5 23.718 76.282 40.102 59.898 16.384
6 80.548 19.452 64.632 35.368 15.916
7 63.879 36.121 45,021 54.979 18.857
8 76.816 23.184 58.019 41.981 18.796
9 83.948 16.052 61.086 38.914 22.863
10 67.937 32.063 44.594 55.406 23.343

As seen in Table 111, similarly to the first experiment, the
use of “Template Matching” method and Manhattan metric
gave good results in terms of precision (less than 10 %
difference) only in 3 out of 10 objects (30 %).

The fourth column in Table VIII and Table X shows the
results of the “Template Matching” method, at the same time
the tables show images that produced best statistical results
based on the chosen metrics.

The third experiment performed on the images was the
segmentation of input images based on the segment map using
method “k Nearest-Neighbors” with Euclidean metric. The
input data was the same as in the first two experiments. The
statistical results for the third experiment are shown in Table 1V.

TABLE IV

Object Sample Segmentation STATISTICAL DATA OF SEGMENTATION USING THE “K NEAREST-NEIGHBOR”

4 Class1, | Class2, | Cass1, | Class2, | Difference, METHOD WITH EUCLIDEAN METRIC

% % % % % Object Sample Segmentation

1 68.985 31.015 64.804 35.196 4,181 4 Class 1, Class2, | Class1, | Class2, | Difference,

2 75.749 24251 | 81534 | 18.466 5.785 % % % % %

3 79.279 20.721 | 73512 | 26.488 5.767 1 68.985 | 31.015 | 72208 | 27.792 3.223

4 73.085 26.915 | 61.719 | 38.281 11.365 2 75.749 | 24251 | 56461 | 43.539 19.287

5 23.718 76.282 | 37.336 | 62.664 13.618 3 79.279 | 20721 | 82397 | 17.603 3.118

6 80.548 19452 | 64.675 | 35325 15.874 4 73.085 | 26915 | 62860 | 37.140 10.224

7 63.879 36.121 | 46.186 | 53.814 17.693 5 23718 | 76282 | 26.824 | 73.176 3.106

8 76.816 23184 | 57.283 | 42.717 19.533 6 80.548 | 19452 | 87689 | 12.311 7.141

9 83.948 16.052 62.373 37.627 21.575 7 63.879 36.121 77.022 22.978 13.144

10 67.937 32.063 | 44.031 | 55.969 23.906 8 76816 | 23184 | 77462 | 22538 0.646

9 83.948 | 16.052 | 83227 | 16.773 0.722

As seen from Table I, the use of “Template Matching” 10 67937 32.063 20628 29172 2891

method and Euclidean metric gave good results in terms of
precision (less than 10 % difference) only in 3 out of 10
objects (30 %). The second experiment performed on the
images was the segmentation of input images based on the
segment map using the “Template Matching” method with
Manhattan metric. The input data was the same as in the first
experiment. The statistical results for the second experiment
are shown in Table I11.

As it can be seen in Table IV, the use of “k Nearest-
Neighbors” method and Euclidean metric gave good results in
terms of precision (less than 10% difference), only in 7 out of
10 objects (70 %).

The fourth experiment performed on the images was the
segmentation of input images based on the segment map using
the method “k Nearest-Neighbors” with Manhattan metric.
The input data was the same as in the first three experiments.



Technologies of Computer Control

2014 /15

The statistical results for the fourth experiment are shown in
Table V.
TABLE V

STATISTICAL DATA OF SEGMENTATION USING THE “K NEAREST-NEIGHBOR”
METHOD WITH MANHATTAN METRIC

Object Sample Segmentation
4 Class1, | Class2, | Class1, | Class2, | Difference,
% % % % %
1 68.985 31.015 72.727 27.273 3.,742
2 75.749 24.251 58.938 41.062 16.811
3 79.279 20.721 82.843 17.157 3.564
4 73.085 26.915 63.497 36.503 9.588
5 23.718 76.282 26.735 73.265 3.017
6 80.548 19.452 88.231 11.769 7.683
7 63.879 36.121 78.185 21.815 14.307
8 76.816 23.184 77.996 22.004 1.180
9 83.948 16.052 83.643 16.357 0.306
10 67.937 32.063 71.805 28.195 3.868

As seen in Table V, the use of “k Nearest-Neighbors” method
and Manhattan metric gave good results in terms of precision
(less than 10 % difference) only in 8 out of 10 objects (80 %).

The fifth column in Table VIII and Table X shows the
results of “k Nearest-Neighbors” method, at the same time the
tables show images that produced best statistical results based
on the chosen metrics.

As seen from the experimental results, the “Template
Matching” method outputs less precise results than the method
of “k Nearest-Neighbors”. Based on these results only the
method of “k Nearest-Neighbors” was chosen for further
experiments. Taking into account the results of the third and
the fourth experiment, both metrics were examined.

In order to enhance the results of segmentation and the
following statistical data extraction, image pre-processing was
used in further experiments. The methods described in Section
I1-D, E were implemented to improve the quality of the input
images. Taking into account the results of the last two
experiments, 4 objects giving the worse statistical result were
chosen for further experiments. These were objects 2, 4, 6 and 7.

The fifth experiment was the segmentation of the pre-
processed input images based on the sample segment maps
using the method of “k Nearest-Neighbors” and Euclidean
metric. The starting segment map was the same as in previous
four experiments. The statistical results for the fifth
experiment are shown in Table VI.

TABLE VI

STATISTICAL DATA OF PRE-PROCESSED IMAGES SEGMENTATION USING THE
“K NEAREST-NEIGHBOR” METHOD WITH EUCLIDEAN METRIC

Object Segmentation
" Class1, | Class2, | Difference from | Improvement,
% % the sample, % %
2 59.964 40.036 15.785 3.503
4 62.876 37.124 10.209 0.016
6 86.392 13.608 5.843 1.297
7 74.796 25.204 10.918 2.226

As seen in Table VI, implementation of the input image
pre-processing methods and use of method “k Nearest-
Neighbors” and Euclidean metric provided minor
improvement of statistical data (up to 3.5 %).

The sixth (and final) experiment was the segmentation of
the pre-processed input images based on the sample segment
maps using method “k Nearest-Neighbors” and Manhattan
metric. The starting segment map was the same as in previous
five experiments. The statistical results for the sixth
experiment are shown in Table VII.

TABLE VII

STATISTICAL DATA OF PRE-PROCESSED IMAGES SEGMENTATION USING THE
“K NEAREST-NEIGHBOR” METHOD WITH MANHATTAN METRIC

Object Segmentation
Class1, | Class2, Difference Improvement,
# 0 0 from the 0
% % sample, % %
2 61.066 38.934 14.683 2.128
4 64.232 35.768 8.853 0.735
6 87.354 12.646 6.805 0.877
7 76.482 23.518 12.604 1.703

As seen from Table VI, the implementation of the input
image pre-processing methods and use of method “k Nearest-
Neighbors” and Manhattan metric provided minor improvement
of statistical data (up to 2.13 %).

IV. RESULT AND CONCLUSION

Several object recognition methods (“Template Matching”
method and method of “k Nearest-Neighbors™) were
implemented in this work in order to solve the task of image
semi-automatic segmentation.

After a series of experiments it was concluded that method
“k Nearest-Neigbours” provides more precise results than the
“Template matching” method.

It can also be noted that method “k Nearest-Neighbors”
requires more time for full segmentation (up to 7 minutes) when
compared to “Template Matching” method (up to 4 seconds).

In order to improve the results of segmentation, two image
quality enhancement methods were implemented (median
filter and filtration-thresholding technique). This provided
minor result improvement (up to 3.5 %).

A manual method of segmentation was also applied in order
to obtain sample results for experiments.
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TABLE VIII
INPUT DATA AND RESULTS OF SEGMENTATION FOR OBJECTS 1-7

Method of “k Nearest-Neighbors”

“Template Matching” method

# Input image Sample Segmentation
1
2
3

10
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Input image

Sample Segmentation

“Template Matching” method

Method of “k Nearest-Neighbors”
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TABLE IX
RESULTS OF SEGMENTATION AFTER IMAGE PRE-PROCESSING
# Pre-processed image Sample segmentation Input image segmentation Pre-processed image segmentation
| : :
| a a

12
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TABLE X
INPUT DATA AND RESULTS OF SEGMENTATION FOR OBJECTS 8-10.
# Input Image Sample segmentation “Template Matching” method Method of “k Nearest-Neighbors”
8
9
10

Aleksandrs Sisojevs, Katrina Boloc¢ko, Rihards Starinskis. Pieeja statistisko datu izdali§anai no patologisko biopsiju objektu fotoattéliem

Skaitlisko statisko datu iegiana no biomedicinas objektu (pieméram, patologiskas biopsijas materiali) fotografiskiem att€liem ir svarigs un aktuals uzdevums
biomedicinas diagnostika.

Dotaja darba tiek apskatita statistisko datu iegiiSana no aortas varstulu (Valva aortae) fotografiskiem attéliem, kas uznemti péc kirurgiskam operacijam.
Turpmakiem mediciniskiem pétijumiem (piemé&ram, aortas varstula stenozes diagnostikai) ir nepiecieSams atrast procentualu sakaribu starp patologiskiem un
makroskopiski neizmainitiem audiem. Dotaja darba §1 probléma tiek dalita divos uzdevumos. Pirmais no tiem ir biomedicinas objekta originala fotoattéla
segmentacija, lai izdalitu intereSu regionus (region of interest) attéla. Tiek veikta arT attela pirmsapstrade, ja ta ir nepiecieSama. Nakamais uzdevums ir intereSu
regionu izm@ru aprékinasana, lai noteiktu procentualo sadalfjumu patologiskiem un makroskopiski neizmainitiem audiem.

Segmentacijas uzdevuma risinasanai dotaja darba tika izvélétas divas t€lu atpaziSanas metodes “salidzinasana ar etalonu” un “k —tuvako kaiminu” metode, ka ar
tika izmantotas divas metrikas — Eiklida un Manhetena. Att€lu priekSapstradei tika implementétas 2 metodes: pirma samazina atspulgus fotoattéla, bet otra
nogludina fotoattélu ar mediana filtra palidzibu. Visas metodes, kas aprakstitas dotaja darba, bija realiz&étas praktiski, lai eksperimentali noteiktu to efektivitati
izvirzita uzdevuma risinasana. Eksperimenti tika veikti ar 10 aortu varstulu fotografiskiem att€liem. Eksperimenti paradija izvéléto metozu efektivitati praktiska
uzdevuma risinasana (80 % gadijumos segmentacijas rezultatu neprecizitate, neizmantojot manudlo korekciju, bija mazak par 10 %).

Aunexcanap CeicoeB, Karpuna Bousiouko, Puxapa Crapunckuii. IToaxoa u3BiieyeHHs] CTATHCTHYECKUX JAAHHBIX U3 (oTou300pakeHNii 00bEKTOB
NaTOJIOTHYecKoii Ononcum.

ITpoGema W3BIEUCHUs] YHCIECHHBIX CTATUCTHYECKHX MAHHBIX U3 (ororpaduuecknx H300pakeHHH OMOMEIMIMHCKHX OOBEKTOB (HalpuUMep, MaTepHajoB
MIAaTOJIOTHYECKON OHMOIICHH) SIBISETCS BAXKHOH M aKTyaJIbHOM INPaKTHYECKOH 3ajmadeil UL MEIMIMHCKON AMAarHOCTUKH. B maHHOH paboTe paccmarpuBaercs
3a/1a49a U3BJICYEHHUs] CTATHCTUYECKUX JaHHBIX U3 (oTOrpaduueckux u300paxkeHuit aopTanbHbix Kiananos (Valva aortae), ussieueHHHBIX U3 Tela MAIUEHTOB B
pe3yabTaTe XUpyprudeckux omneparmii. [l qanpHeHInX MEIUIIMHCKUX MCCIEeN0BaHNH (HapuMep, AUarHOCTUKH CTEHO3a A0pTAIBHOr0 KJIallaHa) He0OOXOAUMO
HaWTH MPOLEHTHOE COOTHOIIEHHE MEeX/Ty aTOJIOTHISCKUMU U MaKPOCKOITMIECKH He N3MEHEHHBIMH TKaHsIMU. B maHHOI paboTe 9Ta pobiema pa3jencHa Ha JBe
3amaun. [lepBasi — CerMeHTAIMsI UCXOMHOTO (HOTOM300paXKEHUST OHOMEAUIIMHCKOrO 00BheKTa (pH HEOOXOJMMOCTH TPOHM3BOIUTCS TaK K€ MpeaBapUTeIbHAs
00paboTKa N300pa’keHNs) C IENBI0 BBIIEICHUS] HHTEepECyIOIUX obacTell Ha n3o0paxkeHny. Clemyromeii 3aauell IBIsIeTCS MOACYET pa3Mepa HHTEPECYIONIHNX
CErMEHTOB C MOCIEAYIOIUM PaCUETOM NPOLIEHTHOTO COOTHOMIEHUS] HHTEPECYIOIIUX 30H.

Jlnst penieHus 3a1auy CETMEHTAIY B JAHHOW paboTe BBHIOpaHBI Ba METO/a PAcIO3HABAaHHs 00pa30B: “CpaBHEHHE ¢ TaloHOM™ U “‘K-Ommkalmux cocemeit” ¢
HCTIONB30BaHUEM JBYX METpUK - EBKinmoBoit 1 MauxeTTeHOBCKOH. {1 mpeaBapuTenbHOH 00paboTKu N300pakeHHH HCIIONB30BaHbI J1Ba MeToza. I1epBblii u3
HHX OCYIIECTBISET MHHUMH3ALMIO OJIMKOB Ha M300paKeHNN 00BEKTa, U BTOPOI — OCYIIECTBIAET CTIIAXHBAHHUE MCXOJHOTO N300paXKeHHs C TIOMOIIBI0 METOJIa
MeauaHHOTO (GHIbTpa. B pamkax paboTHI Bce ommcaHble METOIBI ObLIM PEaTn30BaHBI A IPOBEPKU UX d((PEKTUBTHOCTH B PEIICHUH [IOCTABICHHOH 3aa4l Ha
npumepe 10 doTorpaduuecknx n3obpaxkeHHit aopTaIbHOrO KiamaHa. Pe3ynbTaTsl MPOBENEHHBIX SKCIIEPUMEHTOB IMOKa3ad 3((EKTHBHOCTh BBIOPAaHHBIX
METOJIOB B PEelICHUHN MpaKTHIeckoi 3aaaun (B 80% cityuaeB pe3ynbTaThl CErMEHTAINK 63 MaHyaIbHOI KOPPEKINH JIaBaji orpeirHocts Meree 10%).

13



